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MSBA 5110 3.00 A: Introduction to Predictive Modelling
Tuesdays, 2:30-5:30pm
S129 SSB

Fall 2013

Instructor

David Yeo
S337 Seymour Schulich Building
davidyeo@schulich.yorku.ca
Office hours:  TBA
Administrative Support: Paula Gowdie Rose, S337 SSB, 416-736-5074

Brief Description

This course provides the tools needed to build models from data sets, validate models, and make predictions. The course emphasizes the SAS environment. Major areas for discussion include analysis of variance, regression, categorical data analysis, and predictive modelling. The course emphasizes both theory and practice, allowing students to use statistical theory for purposes of business case analysis. 

Prerequisite[s] / Co-requisite[s]  

Corequisite: MSBA 5120 1.50

Course objectives

The course provides an introduction to the key statistical techniques used for data analysis and predictive modeling. As students learn techniques, they apply them to solving business cases, gaining mastery of the statistical toolkit and an appreciation for which technique to use in each situation. Upon completion of the course, the students will poses the ability to build working models for business problems and to use them to give cogent, data-driven business advice. 

Organization of the Course

Pedagogy

The course combines readings in statistical theory with case exercises that provide an opportunity for application. The course builds statistical concepts in sequence, starting with ANOVA then moving into regression, categorical variable analysis, and finally, predictive modeling. The course provides sufficient statistical theory to understand the techniques but primarily emphasizes the appropriate context and method for applying the techniques.

Prior to each class, students prepare a case exercise in which they apply tools from prior lectures, and the readings, to solving a business problem. The instructor will call on students to discuss their approaches in class. Class time will also be used for discussing the statistical concepts.

Textbook

The course reader is available for purchase at the York University Bookstore.

Optional textbook:  Foundations of Predictive Analytics, Wu, J., and Coggeshall, S, CRC Press, 2012. ISBN-13: 9781439869468.

Evaluation of Student Performance

The course grading scheme for Master’s level courses at Schulich uses a 9-value grade-point system.  The possible course letter grades for a course (and the corresponding grade points awarded for each grade are:

A+	9 grade points
A	8
A-	7
B+	6
B	5
B-	4
C+	3
C	2
C-	1
F	0

Students are reminded that they must maintain a cumulative GPA of at least 4.2 to remain in good standing and continue in the program, and a minimum of 4.4 to qualify for their degree. Schulich grading guidelines mandate a section grade point average [‘GPA’] of between 4.7 and 6.1 for core courses and a section GPA of between 5.2 and 6.2 for electives.

Where instructors use numerical or percentage grades, Schulich grading policy does not require a preset translation of percentages into specific letter grades. In this class, final letter grades will be determined by the following process: 

The final grade for the course will be based on the following items weighted as indicated: 

	Class Discussion (including cases)
	10%

	Assignments x 2: 
assignment #1= 15%
assignment #2= 10%
	25%

	Midterm Exam			
	25%

	Final Exam				
	40%

	Total
	



Class Discussion (10%) The instructor will call on students to discuss their approaches to the cases, the quality of student responses to the case questions will form the primary part of the class discussion grade. Students will also receive credit for asking relevant questions that advance the class discussion. The class discussion score will reflect both the quality and quantity of student contributions.

Assignments (25%) Students complete two hand-in assignments over the duration of the course. Like the cases, the assignments require students to solve a business problem using the statistical toolkit. Students must submit assignments at the beginning of class, in the form of computer printouts. Assignment I is worth 15% and Assignment II is 10%.

Midterm Test (25%) The midterm test covers the material taught in the first half of the course. It takes place during class-time.

Final Exam (40%) The material for the final exam incorporates all the techniques discussed in the course. It includes problem-solving questions, short-answer questions, and at least one case question. The three-hour exam will take place at a time and place to be announced.  Please refer to the exam Schedule.

Late Delivery: The students will lose 5% of their assignment grade for every day the assignment is delayed.

Academic Honesty

Academic honesty is fundamental to the integrity of university education and degree programs. The Schulich School will investigate and will act to enforce academic honesty policies where apparent violations occur. Students should familiarize themselves with York University’s policy on academic honesty. It is printed in full in your student handbook and can also be viewed on-line on the Schulich website, clicking through as indicated:

Schulich website  ‘Programs’  ‘Master’s Degree  ‘MBA’  ‘Academic Honesty’

While academic dishonesty can take many forms, there are several forms of which students should be highly aware because they are the ones that are most likely to occur in the context of a specific course.

[1] Plagiarism. Plagiarism is the presentation of information, ideas, or analysis generated by other people as being your own. It includes direct quotations as well a substantive paraphrases where the course of that information or idea is not clearly identified to the reader. Students should be careful to present their written work in a way that makes it completely clear in each and every case where a quotation, a paraphrase, or an analysis is based on the work of other people. (This includes information from all sources, including websites.)

[2] Cheating. Cheating is an attempt to gain an unfair advantage in an evaluation. Examples of such violations include (but are not limited to) consulting prohibited materials during an examination or copying from another student.

[3] Failure to follow limitations on collaborative work with other students in preparing academic assignments. Each class differs in the mix of assignments and group-versus-individual preparation that is allowed. The instructor will make clear the extent of collaboration among students that is acceptable among students on various pieces of assigned work. Students should abide by those limitations and, if they are unsure about whether a certain level or form of collaboration would be acceptable, to clarify that question with the instructor in advance. 

[4] Aiding and abetting. A student is guilty of violating academic honesty expectations if he/she acts in a way that enables another student to engage in academic dishonesty. If a student knows (or should reasonably expect) that an action would enable another student to cheat or plagiarize, that student’s action constitutes an academic honesty violation. Illustrative examples include making your exam paper easily visible to others in the same exam or providing your own working or finished documents for an ‘individual assignment’ to another student (even if that other student said that he/she just wanted to ‘get an idea of how to approach the assignment’ or ‘to check whether they had done theirs correctly’).

[5] Use of academic work in more than one course. Generally, academic work done for every course is ‘new’ work, done for that course only. If a student wishes to use some or all of the academic work done for an assigned task in one course in another course, the student must get explicit, prior permission from both instructors so that they agree that the scope and nature of the overlapping use of that work is such that it can fairly be counted toward both courses.
  
Schedule of Topics and Readings

The following list of lecture topics and readings indicates the material to be read, reviewed and/or prepared for the various class sessions. It will be assumed that the student have read and thought about the issues explored in the readings and resources before coming to class. Adequate preparation is absolutely necessary to benefit fully from class discussions and be able to contribute to class discussions. 

	Week
	Date
	Topic
	Assigned Readings & Resources
	Assigned Work Due

	1
	September 10
	Fundamental Statistical Concepts
	Chapters I and II from the course kit

Predictive Modeling
· Business applications
· Analytical challenges

Prerequisite Basic Concepts
· Descriptive statistics
· Inferential statistics
· Steps for conducting a hypothesis test
· Basics of using your SAS software
	

	2
	September 17
	Preparing the Input Variables
	Chapter III from the course reader:

Preparing the Input Variables
· Missing values
· Categorical inputs
· Variable clustering
· Variable screening
· Subset selection
	Assignment #1 is handed out

	3
	September 24
	Introduction to Statistics
	Chapter IV from the course reader

Introduction to Statistics
· Examining data distributions
· Obtaining and interpreting sample statistics using the UNIVARIATE and MEANS procedures
· Examining data distributions graphically in the UNIVARIATE and SGPLOT procedures
· Constructing confidence intervals
· Performing simple tests of hypothesis
	

	4
	October 1
	t Tests and Analysis of Variance
	Chapter V from the course reader

t Tests and Analysis of Variance
· Performing tests of differences between two group means using PROC TTEST
· Performing one-way ANOVA with the GLM procedure
· Performing post-hoc multiple comparisons tests in PROC GLM
· Performing two-way ANOVA with and without interactions
	

	5
	October 8
	Linear Regression
	Chapter VI from the course reader

Linear Regression
· Producing correlations with the CORR procedure
· Fitting a simple linear regression model with the REG procedure
· Understanding the concepts of multiple regression
· Using automated model selection techniques in PROC REG to choose from among several candidate models
· Interpreting models
	Assignment #1 due


	6
	October 15
	Linear Regression Diagnostics
	No additional readings assigned for this week.

Linear Regression Diagnostics
· Examining residuals
· Investigating influential observations
· Assessing collinearity
	

	7
	October 22
	Reading week – no class

	8
	October 29
	Midterm Exam

	9
	November 5
	Categorical Data Analysis Dichotomous Response
	Chapter VII from the course reader

Categorical Data Analysis Dichotomous Response
· Producing frequency tables with the FREQ procedure
· Examining tests for general and linear association using the FREQ procedure
· Understanding exact tests
· Understanding the concepts of logistic regression
· Fitting univariate and multivariate logistic regression models using the LOGISTIC procedure
· Adjustments for oversampling 
	Assignment #2 handed out

	10
	November 12
	Categorical Data Analysis Dichotomous Response
	Categorical Data Analysis Dichotomous Response Continued
	

	11
	November 19
	Classifier Performance
	Chapter VIII from the course reader

Classifier Performance
· ROC curves and Lift charts
· Optimal cutoffs
· K-S statistic
· c statistic
· Profit
· Evaluating a series of models
	Assignment #2 due

	12
	November 26
	Categorical Data Analysis
Polytomous Response
	Chapter IX from the course reader 

Categorical Data Analysis
Polytomous Response
· Ordinal Response
· Nominal Response
	

	13
	December 3
	Categorical Data Analysis
Polytomous Response
	Categorical Data Analysis
Polytomous Response continued
	




Final exam: refer to the exam schedule.
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